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The Data Analytics Software Framework

Summary
The success of scientific projects increasingly depends on using data analysis tools 
and data in distributed IT infrastructures. Scientists need to use appropriate data 
analysis tools and data, extract patterns from data using appropriate 
computational resources, and interpret the extracted patterns. Data analysis tools 
and data reside on different machines because the volume of the data often 
demands specific resources for their storage and processing, and data analysis 
tools usually require specific computational resources and run-time environments. 
The data analytics software framework DASF, which we develop in Digital Earth and 
DataHub, provides a framework for scientists to conduct data analysis in 
distributed environments.

Statement of need
The data analytics software framework DASF supports scientists to conduct data 
analysis in distributed IT infrastructures by sharing data analysis tools and data. For 
this purpose, DASF defines a remote procedure call (RPC) messaging protocol that 
uses a central message broker instance. Scientists can augment their tools and 
data with this protocol to share them with others. DASF supports many 
programming languages and platforms since the implementation of the protocol 
uses secured Websockets (WSS). It provides two ready-to-use language bindings 
for the messaging protocol, one for Python and one for the Typescript 
programming language. In order to share a python method or class, users add an 
annotation in front of it. In addition, users need to specify the connection 
parameters of the message broker. The central message broker approach allows 
the method and the client calling the method to actively establish a connection, 
which enables using methods deployed behind firewalls.

Showcase 1: WebPEP

Remote Procedure Call

Funding
This framework has been developed in a joint effort of DataHub and Digitial Earth 
initiatives within the Research Centers of the Helmholtz Association of German 
Research Centres, HGF.
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Generation of Input Data for COSMO-CLM

Scope of DASF: web interface to a scientific software that generates 
external parameters for a regional climate model.

Web frontend
Django-based Community Portal with implemented Message 
Broker. Includes a permission system and makes the website 
available to community members.

Client machine
Virtual machine at the DKRZ running the DASF client that 
securely connects to the website via WSS. Has only access to 
the scheduler and specific folders on Levante.

Levante
Supercomputer at the German Climate Computing Center 
(DKRZ) where the scientific software to generate the data is 
installed.

https://hcdc.hereon.de/clm-community

Showcase 2: Riverplume Workflow

Processing data for a static webfrontend

Scope of DASF: The Riverplume Workflow has a static frontend that 
needs to process data that is additionally available via OpenDAP. 
Using DASF makes the file access faster than OpenDAP alone.

Web frontend Static webserver (here Django-based for additional 
permissions) with Message Broker.

DASF Client 
machine

Virtual machine at Hereon with direct access to files that are 
also available via OpenDAP. Connects to the static 
webfrontend via DASF and is used for interactive exploration of 
the data.

OpenDAP Server Webserver to access the raw data using a standard protocoll.

Filestorage NFS Storage with the raw data for the workflow that is 
mounted on the OpenDAP server and the DASF client machine.

https://digitalearth-hgf.de
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